
International Journal of Computer Applications Technology and Research 

Volume 2– Issue 3, 340 - 344, 2013, ISSN:  2319–8656 

www.ijcat.com      340 

Deflection Routing in OBS Networks  

 
M.Thachayani 

Department of Electronics and Communication 

Engineering, 

Pondicherry Engineering College, 

Puducherry-605014, India 

 

R.Nakkeeran, 
Department of Electronics, 

School of Engineering,  

Pondicherry University, 

Puducherry-605014, India 

 

Abstract: Optical Burst Switching (OBS) network proposed as future optical internet is capable of carrying bursty traffic and adapting 

to the present technological constraints. Since the OBS network is buffer-less in nature, contention resolution using deflection 
technique received much attention. Deflection routing can work with limited optical buffering or even no buffering. This paper gives 
an overview of the research done so far in this area of deflection routing in OBS networks. 
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1. INTRODUCTION 
Optical Burst Switching (OBS) network is emerging as a 
promising candidate for future optical internet due to its 
ability to carry bursty traffic, adapting to the technological 
constraints in All Optical Networks (AON). OBS concept has 
been introduced in the year 1999 [1] and till date lot of 

researches are going on in this area to make this network a 
reality. 

In OBS networks, the edge nodes aggregate the incoming 
traffic into variable length optical bursts and core nodes 
asynchronously switch these bursts. Figure 1 illustrates the 
basic concept of the OBS network. The key characteristic of 
OBS is the hybrid approach in which burst control packets are 
signaled out of band and processed electronically while data 
bursts stay in the optical domain until they reach their 
destination node. This avoids buffering as well as 
synchronization problem that are present in optical packet 

switching. The one-pass reservation ensures elimination of 
significant signaling delay. However, due to this one-pass 
reservation strategy and statistical multiplexing, burst loss can 
occur in case of contention and efficient resolution strategies 
in OBS core nodes are essential in order to achieve a low 
burst blocking probability.  

 

Figure 1  Schematic diagram of OBS network 

 

Though numerous approaches like optical buffering, and 
wavelength conversion had been proposed to solve the 
wavelength contention problem in OBS, due to the 
technological and economical limitations most of the schemes 
seem to be impractical [2], [3] and [4]. 

Deflection routing can work with limited optical buffering or 
even without buffering because the contending bursts are 
deflected to an available output port rather than delaying 
them. The basic idea of the deflection routing is to utilize 
other unused links in the network. Since different output links 

are selected for the contending bursts in a deflection routed 
network, contention can be avoided. However it also has its 
limitations and problems. This paper reviews the research so 
far carried out in deflection routed OBS networks. 

2. DEFLECTION  IN OBS NETWORKS  
Prior to the emergence of OBS networks, deflection routing 
was first used as a contention resolution method in optical 
networks with regular mesh topologies [5]. 

 

Figure 2  Conceptual view of deflection routing 

It was observed that the performance of deflection routing is 
better than the hot-potato routing in a network with high-
connectivity topology, such as Shuffle Net [6], [7]. Routing 
heuristics were proposed to enhance the performance of 
deflection routing [8]. 
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Figure 3 Timeline of burst and header, 3(a) Without 
deflection, 3(b) With deflection 

With the emergence of OBS technology, a deflection routing 
protocol for OBS network was proposed [9] and variants of 

the basic protocol were developed. The process of deflection 
in OBS can be explained as follows. 

Consider the situation where a burst transmission request 
arrives at a given node and cannot be accommodated on any 
output fiber that could connect the burst to its designated next 
hop. Then the burst may be deflected from its original next 
hop onto a fiber connected to a different next hop node that 

can accommodate the burst. It then becomes the responsibility 
of the alternate next hop node to re-route the burst on to its 
destination. Sometimes it is possible that this deflected route 
may even pass back through the node at which the burst was 
originally deflected.  

Figure 2 gives a clear view of this deflection routing concept. 
Let the bursts 1 and 2 generated by nodes B and A 
respectively are destined to the destination D and the routes 
selected are B-C-D and A-E-C-D. Assume that there is no 
wavelength conversion and both the bursts are using the same 
wavelength. At node C, the reservation request for burst 2 

cannot be accepted due to contention. If deflection is used this 
can be rerouted via node F (i.e., A-E-C-F-D instead of A-E-C-
D).  

Early arrival or the insufficient offset problem is an 
important issue with deflection routed OBS networks. It can 
be explained as follows (refer Figure 3). In OBS networks the 
data burst follows the control packet after a time delay called 
“the offset time”. Let the original offset time at the source 
(edge router) be T time units. If a control packet has to 

encounter H nodes along the burst‟s path through the network, 
then it will be delayed by processing at each of the H hops. 
The residual offset time at hop j is the remaining offset 
between the arrival of the control packet at hop j and the 
arrival of the burst at hop j. Referring to the timelines for the 
burst and control packet shown in Figure 3, we can determine 
the conditions required for the offset time. The control packet 
is transmitted at the edge router, with a transmission delay of 

td seconds. After being read at node 1 on the output of link 1, 
it is processed by the ECU (Electronic Control Unit) and 
incurs a processing delay of tp. It is then transmitted on link 2, 
incurring a processing delay of another tp seconds. The 
process then repeats at all intermediate nodes. At the 
destination, we assume that the control packet requires a final 
processing delay. Since both the burst and control packet are 
propagating with the same delay, propagation delays do not 
affect the residual offset times.  

From figure 3(a), we can deduce that the residual offset time 
at the destination, must be greater than the final transmission 

delay and processing delay, to avoid a burst arriving at the 
destination ahead of its control packet. In other words, the 
initial offset time T ≥ (tp +  td )H,  

where    td – transmission delay per hop, 

 tp  - processing delay per node, 

H – number of hops in the path 

If the offset time is insufficient, the burst may arrive at a node 
before its control packet and this is termed as an early arrival. 
In network with deflection routing, generally the deflected 
burst follows a longer path than the primary route and this 
excess delay should be accounted for to avoid the early 

arrival. This is illustrated in Figure 3 (b). In this case, due to 
deflection, the burst undergoes an additional hop and this is 
not accounted in initial offset time. It can be seen that the 
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burst arrives before the entire control packet is received by the 
destination and hence it will be lost.  

In the basic deflection method used idle optical links are used 
as fiber delay lines for contention resolution. A burst may be 
deflected back to the sender again and this may result in short-
term loops. However, a Time To Live (TTL) field is added in 
the header to prevent infinite loops. This scheme exhibits 

reduced burst loss and the average delay as compared with 
data retransmission from the source [9]. 

3.  DEFLECTION AND BUFFERS 
Deflection routing may be implemented with or 

without output buffers. 

3.1 Bufferless 
In bufferless deflection routing, the additional offset time 
required due to deflection must be added to the initial offset 
time at the source node. The number of times a burst gets 
deflected must be restricted to avoid the early arrival problem. 
The control packet contains the number of deflections and if 
this number is over the threshold value, the rerouted bursts are 

just dropped. An additional routing offset delay of 10% results 
in more than 50% reduction in contention [10]. 

Assigning appropriate offset delay is important since 
insufficient delay results in early arrival of bursts and larger 
delays will results in longer transmission delay. At very low 
loads, bursts may not be deflected and hence smaller offset 
delays are sufficient. Longer offset times are useful if the 
network is moderately loaded. Appropriate offset time may be 
dynamically assigned according to the load condition of the 
network. To implement dynamic delay, blocking probability 
need to be calculated at regular intervals based on the negative 

acknowledgements received at the source node. Based on this 
information, offset time may be determined using 
reinforcement learning. Dynamic offset time provides 
significant performance improvement over classical deflection 
routing [9]. However, the delay increases and in the worst 
case can be as high as 52 times [11]. 

When the number of times a burst gets deflected increases, the 
offset delay required will also increase. In bufferless 
networks, the initial offset delay must be large enough 
accounting for multiple deflections. But the entire delay may 
not be used often. Wavelength reservation approach is used to 

reduce the probability of repeated deflection [12]. In this 
scheme a particular number of wavelengths at every node are 
exclusively reserved for deflected bursts in every outgoing 
link. The wavelength reservation scheme marginally 
outperforms the limited buffers deflection scheme [13] in 
terms of overall blocking probability.  

3.2 Buffered 
Although deflection routing can be performed without buffers, 
the performance can be improved by including limited buffer. 
Two possible output buffered architectures namely share-per-
port and share-per-node are considered for OBS switch [13]. 
With the increase of either the length or the number of FDLs 
(Fiber Delay Lines), the blocking probability decreases. 
However, the performance gain reaches a limit (upper bound), 
when the network capacity almost saturates.  

4.  HYBRID DEFLECTION SCHEMES 
Deflection routing is combined with other contention 
resolution schemes such as wavelength conversion. The 

performance achieved by combining the deflection routing 
and wavelength conversion is better than the individual 
schemes. Increasing the wavelength conversion range or 
increasing the level of deflection significantly reduces the 
mean burst blocking probability, particularly for low loads. 

Considering the individual schemes, deflection routing 
marginally outperforms the limited wavelength conversion 
[14]. The deflection routing can also be combined with 
retransmission scheme in such a way that the combined 
scheme always results in lesser end-to-end delay and burst 
loss ratio compared to PDR (Pure deflection routing) and PBR 
(Pure blocking and retransmission) [15]. The HDR (Hybrid 
deflection and retransmission) scheme transmits the data 

bursts first using deflection routing and if the deflection 
routing fails, applies burst retransmission.  

The HDR performs better than both PDR and PBR up to 

certain load. At very high loads, there is an increased 
probability of a burst getting repeated deflections and 
retransmissions in case of HDR. Hence, the performance 
degrades and become worse than pure deflection and pure 
retransmission. To avoid this degradation, a hop count based 
constraint is used for limiting deflection. This is termed as 
LHDR (Limited hybrid deflection and retransmission). This 
limitation is found to improve the blocking as well as delay 
performance at high loads. 

5.  LIMITED DEFLECTION METHODS 
It is well known that the performance of deflection routing 
will degrade when the traffic load is beyond some threshold 
for an unslotted system [5], [9] and [16]. This is applicable to 
OBS networks as well and hence the deflection should be 
limited during heavy load condition to prevent instability of 
the network. Providing limited FDLs or access control of the 

local traffic was suggested in order to keep the network stable 
[5], [16].  

This limitation on deflection may be introduced using 

different approaches. One such approach is to deflect a burst 
with a particular probability instead of deflecting always, 
when contention occurs [17]. The value of this deflection 
probability can be set before operation according to statistical 
records or adjusted dynamically based on the traffic load. 

Another approach to limit deflection is to reserve a particular 
number of wavelengths on each link exclusively for primary 
bursts [18]. This wavelength reservation scheme alleviates the 
destabilizing effect and increases the throughput at high loads. 
Preemptive priority is a similar method in which a first-choice 

burst is given the right to preempt a reservation that has been 
scheduled for a deflected burst [19]. Preemptive priority has a 
negligible effect on blocking during stable periods and 
guarantees protection against destabilization during overloads.  

However, it must be noted that at low loads, unprotected 
deflection routing may yield better performance than all the 
above mentioned protected deflection routing schemes. 

Access or flow control approach may also be used to improve 
the performance of deflection routed OBS network under high 
loads. Leaky Bucket Deflection method, which has been used 
in Asynchronous Transfer Mode (ATM) can also be used in 
OBS (LB Deflection method) [20]. In this approach the 
transmission rate is restricted to a maximum value by means 
of generating tokens at a fixed rate. Data burst should acquire 

a token in order to get transmitted. This method absorbs the 
fluctuations of the network load and controls the burst loss 
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probability even at high loads. Average delay is more in this 
method since it is influenced not only by the transmission 
delay but also by the admission delay.     

6.  ALTERNATE PATH SELECTION 

BASED ON PERFORMANCE 

CONSTRAINTS 
The basic deflection routing simply routes the traffic to any 
alternate path available. The alternate path may also be 
selected based on certain performance metric. In general, 
performance metric is chosen such that congestion is avoided 
or minimized. A path may be selected based on minimization 
of a performance measure that combines distance and 
blocking due to contention.  In such schemes optimization of 
alternate routes is carried out based on updates received from 
other nodes. Traffic considered may be of adjacent nodes or 

of the entire network. Since load balancing is achieved and 
heavily congested routes are avoided, these schemes perform 
better in terms of blocking performance. However, the 
additional delay and overhead is unavoidable [21], [22], [23]. 
The blocking performance can be further improved by 
introducing a U – turn option, which allows the bursts to come 
back to the original node if paths to all other nodes are 
unavailable [22]. 

Another approach is to use explicit congestion notification. 
The principle of these schemes is, when a node detects the 
congested link, it sends the congestion information to 

preceding nodes so that the data bursts can avoid this link 
[24]. In order to sense the traffic condition accurately, the 
moving average of some past „M‟ usage rates may be used 
[25]. Whether the burst follows the shortest path or alternate 
non-shortest path is decided based on the congestion status of 
the neighboring nodes. 

7.  INTEROPERABILITY WITH OTHER 

PROTOCOLS 
The behavior of TCP connections in optical burst switching 
networks with deflection routing is analyzed [26]. Deflection 
routing is found to provide improved performance. The 
aggregation of more packets out of one TCP flow in a burst 
has positive impact on TCP performance with deflection 
routing. 

Dynamic deflection routing in a three-node OBS test bed is 

demonstrated experimentally. This confirmed the usefulness 
and viability of deflection routing in resolving contention and 
the possibility of high-speed Ether frame encapsulation in 
OBS [27]. 

8. CONCLUSION 
In this paper an overview of the deflection routed OBS 
networks is presented.  Deflection routing is a simple yet 
powerful contention resolution technique. It is particularly 
useful for OBS networks since it is not possible to have 

unlimited number of wavelength converters or buffers in OBS 
networks.   
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