Speed Determination of Moving Vehicles using Lucas-Kanade Algorithm
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Abstract: This paper presents a novel velocity estimation method for ground vehicles. The task here is to automatically estimate vehicle speed from video sequences acquired with a fixed mounted camera. The vehicle motion is detected and tracked along the frames using Lucas-Kanade algorithm. The distance traveled by the vehicle is calculated using the movement of the centroid over the frames and the speed of the vehicle is estimated. The average speed of cars is determined from various frames. The application is developed using MATLAB and SIMULINK.
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1. INTRODUCTION

1.1 Video and Image Sequence:

Video is the technology of electronically capturing, recording, processing, storing, transmitting, and reconstructing a sequence of still images representing scenes in motion.[1] An image is a rectangular grid of pixels. It has a definite height and a definite width counted in pixels.

A video usually consists of scenes, and each scene includes one or more shots. A shot is an uninterrupted segment of video frame sequence with static or continuous camera motion, while a scene is a series of consecutive shots that are coherent from the narrative point of view.

1.2 Motion estimation:

Motion estimation is an important task of video analysis. [1] It can be used to find the motion fields, to identify moving objects, calculate object trajectory and to find their velocity.

In this paper, we present an efficient method for computing direction of motion of a vehicle and estimate its speed.[1] The proposed method firstly uses optical flow algorithm to calculate changes in the intensity of the pixels of the images. These apparent velocity components are then subjected to image processing techniques to obtain centroid of the vehicle across the frames. The image coordinates of the centroid are mapped to World space. Using this information the velocity of the vehicle is estimated.

1.3 Methods of Motion Estimation:

1.3.1 Feature/Region Matching:

Motion is estimated by correlating or matching features (e.g. edges) or regional intensities (e.g. blocks of pixels) from one frame to another. [1]

Examples include:

• Block-matching algorithm
• Phase correlation and frequency domain methods

1.3.2 Gradient based methods:

Gradient-based methods use spatial and temporal partial derivatives to estimate image flow at every position in the image.
2. LITERATURE REVIEW

Mehrubeoglu and McLauchlan[2] detect and count vehicles during day and night scenarios and different environmental conditions in 2006. This paper is an extension of the authors’ work from detecting vehicles in still images to tracking vehicles in video.

In their paper, An et al. report a motion tracking algorithm that tracks different objects in motion video.[3] The authors achieve motion tracking by segmenting key frames, and then clustering objects whose motion is close to the previously detected objects. Classification is achieved with a distance measure based on epicenter geometry.

Yu et al. describe an algorithm that estimates traffic density and average speed from Skycam MPEG compressed images.[4] The authors compute DCT coefficients and analyze motion vector projections across frames. Direction, magnitude and texture filters are used to eliminate redundant motion vectors. After mapping the image plane to world coordinates, the average vehicle speed is estimated over a video clip of 10 seconds, with a frame rate of 10 fps.

Anagnostopoulos et al. surveyed license plate recognition methods.[5] The authors broke license plate recognition into three parts, 1) license plate location, 2) license plate segmentation, and 3) character recognition. In addition, the authors have devised a database of license plate images and videos under varying lighting and environmental conditions that researchers may utilize as a common test set to enable comparisons of various algorithms.

Garibotto et al. utilize computer vision techniques to estimate a vehicle’s speed from two images by tracking license plates and determining the distance traveled.[6] The speed is calculated by using this traveled distance and the time difference between the two images. The researchers describe both monocular as well as binocular vision systems. In our method, license plate information is not needed.

Pelegrí et al. developed and tested GMR magnetic sensors to determine car speeds.[7] The vehicle causes changes in the magnetic field of the sensor when it travels over the sensor. Their tracking technique did not use cameras, but is important to show the diversity of technology research for tracking and vehicle speed information.

Li et al. determined vehicle speeds by utilizing a CCD camera and looking at the vehicle positions in video frames.[8] The speed is determined geometrically by the two vehicle positions and their spatial relationship to the known fixed CCD camera position. In our work, the spatial relationship of a tracked vehicle across frames is determined through transformation of pixel locations from image to world coordinate system. Transformation to world coordinates and pixel calibration are achieved by using standard lane markings whose length and gap distance are standard and known.

He et al. developed an embedded system to take traffic measurements [9]. The authors used background subtraction to aid in vehicle detection. The researchers then used parallelograms for the regions of interest (ROI) due to the image distortion resulting from the camera position and to reduce the computational load.

3. METHODOLOGY

3.1 Implementation in Simulink:

The Simulink model for this project mainly consists of three parts, which are “Velocity Estimation”, “Velocity Threshold Calculation” and “Object Boundary Box Determination”.

3.2 Lucas-Kanade Algorithm:

The Lucas–Kanade method is a two-frame differential method for optical flow estimation developed by Bruce D. Lucas and Takeo Kanade.

It introduces an additional term to the optical flow by assuming the flow to be constant in a local neighbourhood around the central pixel under consideration at any given time.[10]

The additional constraint needed for the estimation of the flow field is introduced in this method by assuming that the flow \((V_x, V_y)\) is constant in a small window of size \(m \times m\) with \(m > 1\), which is centered at \(Pixel\ x, y\) and numbering the pixels within as \(1...n, n = m^2\), a set of equations can be found:

\[
I_x(q_1)V_x + I_y(q_1)V_y = -I_t(q_1)
\]
The Lucas-Kanade method obtains a compromise solution by the least squares principle. Namely, it solves the 2×2 system

\[
Av = b
\]

where

\[
A = \begin{bmatrix}
I_x(q_1) & I_y(q_1) \\
I_x(q_2) & I_y(q_2) \\
\vdots & \vdots \\
I_x(q_n) & I_y(q_n)
\end{bmatrix}, \quad v = \begin{bmatrix} v_x \\ v_y \end{bmatrix}, \quad \text{and} \quad b = \begin{bmatrix} -I_x(q_n) \\ -I_y(q_n) \\ \vdots \\ -I_x(q_1) \\ -I_y(q_1) \end{bmatrix}
\]

These equations can be written in matrix form \(Av = b\) where

\[
A = \begin{bmatrix}
I_x(q_1) & I_y(q_1) \\
I_x(q_2) & I_y(q_2) \\
\vdots & \vdots \\
I_x(q_n) & I_y(q_n)
\end{bmatrix}, \quad v = \begin{bmatrix} v_x \\ v_y \end{bmatrix}, \quad \text{and} \quad b = \begin{bmatrix} -I_x(q_n) \\ -I_y(q_n) \\ \vdots \\ -I_x(q_1) \\ -I_y(q_1) \end{bmatrix}
\]

The Euclidean distance between each successive matrix element is calculated. Distance between 2 centroid \(P(x_i, y_i, z_i)\) and \(Q(x_j, y_j, z_j)\) in world space is calculated as

\[
dist_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2}
\]

where \(n\) is total number of frames captured, \(i = 1 \text{ to } n-1\) and \(j = i+1 \text{ to } n\)

18. The total distance traveled (in millimeters) by the object across the images is calculated. Total number of world coordinates traveled (in mm) is given by:

\[
D = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} dist_{ij}
\]

19. This distance is converted to actual distance traveled (in centimeters) using pixel to distance ratio (ctod) which is calculated earlier (from preprocessing). The total distance traveled by the vehicle under consideration is calculated as:

\[
d_{\text{traveled}} = D * \text{ctod}
\]

20. The time of the motion (in seconds) is calculated using the following relation:

\[
t_{\text{traveled}} = n / \text{fps}
\]

Where \(n\) is number of frames for which motion of car was studied,

\[
\text{fps} = \text{frame rate of the AVI (number of frames per second)}. \text{This is obtained from the AVI information.}
\]

21. Estimated velocity of the vehicle in centimeters per second is calculated as:

\[
\text{Vel (cm/s)} = d_{\text{traveled}} / t_{\text{traveled}} (\text{cm}) / (\text{time}) \quad [11]
\]
As a process of initialization, camera is calibrated and coordinate to distance ratio is calculated. Further, the video sequences were captured using a digital camera with 15 fps sample rate and resizing the images to 120 X160 pixel resolution.

The proposed method was first implemented for one vehicle.[12] A camera was mounted on a height and the video was captured. The calibration parameters were calculated using Calibration toolbox. The pixel to distance ratio was calculated and was stored for further analysis.

The experiment was repeated for multiple videos and 8 cars and the result is tabulated. Below are the output results in the form of Speeds and motion vectors of cars.[9]

```
Table 4.1: Average Speed of Cars

<table>
<thead>
<tr>
<th>cars</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed(km/h)</td>
<td>1.22</td>
<td>1.25</td>
<td>1.28</td>
<td>1.31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>cars</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed(km/h)</td>
<td>1.27</td>
<td>1.30</td>
<td>1.35</td>
<td>1.32</td>
</tr>
</tbody>
</table>
```

```
Table 4.2 : Motion Vectors of Cars

<table>
<thead>
<tr>
<th>cars</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion vector</td>
<td>0.3506</td>
<td>0.3548</td>
<td>0.3537</td>
<td>0.3586</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>cars</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion vector</td>
<td>0.3671</td>
<td>0.3672</td>
<td>0.3753</td>
<td>0.3798</td>
</tr>
</tbody>
</table>
```

5. CONCLUSIONS & FUTURE WORK

The objective has been to detect moving objects and thereafter, calculate the speed of moving Vehicles and motion vector.[12] While earlier we worked with object-intrinsic properties such as the centroid of a moving object in order to make a probable prediction of its immediate future motion, methods to detect a rectangular boundary for the object, then used background subtraction Simulink models and but didn’t get fair output for multiple vehicles. Further we made an attempt using the Lucas-Kanade method. [13] Although that it does not yield a very high density of flow vectors, Lucas-Kanade Algorithm is robust in presence of Noise. Vehicle trajectory is shown in fig.5. It is window based local method. Average angular error is less in Lucas-Kanade algorithm. There exist fast and accurate optical flow algorithms which can be applied in future. Hence, in future local and global methods can be combined for requirement of dense flow estimate, preserve discontinuities and to make it robust to noise. [14]
Fig 5: Vehicle Trajectory using Lucas-Kanade algorithm
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