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Abstract: Bayesian network is a probabilistic model to represent uncertainty available in knowledge base and using it tremendous works have been done to prove its relevance in uncertainty representation and reasoning using Bayesian inference. Probability can be used to represent uncertainty like prediction information, situational awareness, data and knowledge fusion etc in knowledge base to implement various real life situations. Various approaches based on description logic, object oriented, entity relational, and first order logic have been tried to represent uncertainty successfully. One of them is Multi-Entity Bayesian Network (MEBN) logic to represent probabilistic information and performing knowledge fusion in ontology, which is realized using PR-OWL (Probabilistic Web Ontology Language). This paper aims at giving an overall view, the work carried out so far to represent uncertainty with the help of Bayesian Network in semantic web and a list of works done using MEBN/PR-OWL for knowledge fusion or the representation of uncertainty in semantic web.
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1. INTRODUCTION
Bayesian network is widely used method for the representation of uncertain data and knowledge [1]. Bayesian network is also known as recursive graphical models, Bayesian belief networks, belief networks, causal probabilistic networks, causal networks, influence diagram and many more. Bayesian network can be represented as Influence diagram by augmenting it with utility nodes and decision nodes, where utility node represents the value of a particular event and decision node represents the choices that might be made. Bayesian network has been used in various fields like medicine, forecasting, control, and modeling for human understanding to infer the knowledge using Bayesian Inference [20].

Bayesian inference is the most appealing technique to perform reasoning with Bayesian network, and learning Bayesian network parameters and structures to adapt the changes in the source of information, which can be performed using various methods like variable elimination and arc reversal, conditioning to perform inference in multiply-connected networks, logic sampling, Markov-Chain Monte Carlo methods etc [20].

Different representation techniques have been proposed to represent uncertain data and different uncertain reasoning algorithms have been implemented to get exact answer to the query and to retrieve relevant information from unorganized knowledge facts [16], [17], [19].

Uncertain reasoning employs various types of methodologies to deal with uncertain data to retrieve relevant and unambiguous information from knowledge base, where knowledge base can be represented in various forms according to type of uncertainty and its representation. Major components of knowledge base are concepts, roles, individuals and axioms, where concepts refer facts, roles are relationships between concepts, individuals are instances of concepts which follow properties of concepts, and axioms are relationships among concepts and roles.

Bayesian model and fuzzy logic model are two mathematical models to deal with various types of uncertainty viz. inconsistency, ambiguity, empirical, vagueness, incompleteness and inaccuracy (figure 1) [3]; as reported by Uncertainty Reasoning for the World Wide Web Incubator Group (URW3-XG), where Bayesian model is based on probability theory and fuzzy model is based on fuzzy logic. Probability theory can be used to represent and reason about inconsistency and ambiguity type of uncertainty in knowledge base. Fuzzy model can represent vagueness or fuzziness of facts in knowledge base.

Bayesian model is categorized into Bayesian network and Probabilistic extensions to description logic. Fuzzy logic model is categorized into first order probabilistic approach, fuzzy propositional logic and fuzzy description logic as shown in Figure 2. This paper concentrates mainly on Bayesian model, and available approaches based on Bayesian network for uncertainty representation and reasoning.

Bayesian network is the main part of Bayesian model, which is based on Bayes Theorem and its Product rule, which is main logic behind Bayesian inference. It uses joint probability distribution to represent each node along with its dependency on its predecessors in Directed Acyclic Graph (DAG), where DAG represents the degree of belief of events in the network. Each node will annotate with quantitative probability information i.e. conditional probability table.
This paper provides some of the major existing representation and reasoning approaches regarding uncertainty representation using Bayesian network. The listed works in this paper can be classified into following two categories:

a) Description Logic, Object Oriented and Entity Relation based Model
- P-Classic [22]
- SPOOK [23]
- Probabilistic Relational Model [30]
- DAPER Model [31]

b) Bayesian network with semantic web languages
- Probabilistic extension of RDF [4]
- Extension to RDF(S) [12]
- OntoBayes [25]
- BayesOWL [5]
- PR-OWL 2.0 [9], [11] and[18]

This paper is organized as follows: the paper gives semantics of Bayesian network with an example to make this paper self-contained in the second section. Section 3 presents methodologies based on description logic, object-oriented, and entity relationship. Proposed works based on augmentation of Bayesian network with semantic languages viz. RDF, RDF(S) and OWL are briefly discussed in section 4. A list of works done using PR-OWL and MEBN has been presented in section 5 and conclusion is given in section 6.

2. SEMANTICS OF BAYESIAN NETWORK
Semantics of Bayesian Network (BN) can be viewed in two ways: the first one is the network as representation of joint probability distribution and second one is the encoding of a set of conditional independence statements [1]. The first view as; Bayesian network is a concise specification of any joint probability distribution, where a joint probability distribution will be able to answer a query or calculate the probability of an unknown event with given events. An uncertain attribute, feature, or hypothesis will be represented by random variable as a node in BN. The uncertainty of the dependence is shown as an edge between two nodes in DAG and represented as \( P(X_i|\text{parents}_i) \) in conditional probability table, where \( X_i \) is a node and \( \text{parents}_i \) is the parent node set of \( X_i \). Each entry in the full joint probability distribution for a node will be calculated by taking values of affecting parent nodes in the form of conjunction of probability of each variable, such as \( P(X_1=x_1 \land \ldots \land X_n=x_n) \) abbreviated as \( P(x_1,\ldots, x_n) \).

\[
P(x_1, \ldots, x_n) = \prod_{i=1}^{n} P(x_i | \text{parents}(x_i))
\]
Figure 3 Bayesian Network for Medical Diagnosis

Figure 3 presents an example of Bayesian network, in which, a doctor has to diagnosis a person for fever or cough or both. Doctor can prescribe either antibiotic only or cough syrup only or both according to diagnosis. The probability of correct diagnosis, where person has neither fever nor cough where antibiotic and cough syrup both have been prescribed; will be calculated as follows

\[
P(A \land CS \land D \land F \land \neg F \land \neg C )
\]

\[
= P(A|D)P(CS|D)P(D|\neg F \land \neg C) P(\neg F ) P(\neg C)
\]

\[= 0.88 \times 0.75 \times 0.001 \times 0.999 \times 0.997
\]

\[= 0.00065736198
\]

3. DESCRIPTION LOGIC, OBJECT ORIENTED AND ENTITY RELATION BASED MODEL

Description Logic (DL) [10] can be viewed as stable representation of knowledge base for last decade. To represent uncertain information in description logic some researchers have been used Bayesian network, which can be seen as a part of probabilistic extensions to description logic.

Description logic is a subset of first order logic (FOL) to create a knowledge base. It uses terminological box (T-Box) to create vocabulary of concepts and assertions box (A-Box) to represent assertions about instances of concepts of T-Box or not, which makes easy to reason about knowledge base. It can be represented using resource description framework (RDF), resource description framework schema (RDFS) and web ontology language (OWL). OWL is available in 3 levels: OWL Lite, OWL DL and OWL Full. SHIF (D) is logic behind OWL Lite and SHOIN (D) for OWL DL, where OWL Lite has less expressivity than OWL DL and OWL DL has less expressivity than OWL Full.

3.1 P-CLASSIC

It is one of the first probabilistic versions of the DL Classic [22]. It supports terminological knowledge and uncertainty about properties of individual, the number of fillers for its roles, and the properties of these fillers is represented using Bayesian network. It has proposed inference procedure for probabilistic subsumption: computing the probability that a random individual in class C is also in class D. Knowledge representation formalisms can be based on a) rule-based languages b) object-centered formalism. This approach has integrated probabilities with object-centered language, which allows the specification of a probability distribution over the properties of individuals. Random variables of Bayesian network are the basic properties of individuals, the number of their fillers, and properties of their fillers. Probabilistic subsumption is provided to check the probability of belonging of complex concept C within the set of individuals in D. It gives better degree of overlap between two concepts, which was limited in CLASSIC description logic. It uses p-classes (probabilistic classes) to represent probabilistic component, each of which is a Bayesian network. A set of p-classes will represent probabilistic information of basic properties of individuals and other p-classes for role fillers.

CLASSIC uses two types of statement in its T-Box i.e. concept introductions and concept definitions, but terminology in P-CLASSIC will use only concept definitions and concept introductions are embedded with probabilistic component.

The major drawback of P-CLASSIC is unable to express equality relationship. Since different fillers are disjoint, and the number of fillers for each role is bounded. Some improvements were needed like support of disjunctive concepts, existential quantification, negation on arbitrary concepts (not only primitive ones) and qualified number restrictions. It doesn’t include same-as constructor of CLASSIC DL.

3.2 SPOOK: A system for probabilistic object-oriented knowledge representation

This model is compact, modular, natural, and easy to build [23]. It is a unified model, which supports reusability and encapsulation. It can be used to develop and manage ontology of a large complex domain. It can also implement complex
structured domain on the basis of objects and classes where uncertainty is represented using probability.

This is tested on military situation assessment, which have a large number of objects and those are related to one another in various ways. It has four major features like multi-centeredness (i.e. each object can be accessed by a multitude of other objects, in a variety of ways), encapsulation, multi-valued attribute and quantifier attribute, and structural uncertainty. Structural uncertainty is of two type i.e. number uncertainty and reference uncertainty. Number uncertainty implies uncertainty over the number of values of a multi-valued complex attribute and reference uncertainty implies which is uncertainty over the value of a single valued complex attribute.

To perform query, it performs knowledge-based model construction at first and then Bayesian inference algorithm will be used. In the representation of various relationships among objects, it can violate the part-whole property and it cannot treat type uncertainty.

3.3 Probabilistic Relational Model
Probabilistic relational model (PRM) is a structured statistical model, which describes the domain using relational schema augmented with probabilistic distribution that is known as relational logic [30]. Frame-based logical representation is augmented with Bayesian network. Syntax is inspired from frame-based and object-oriented system so, it extends Bayesian network with objects, attributes and relationship.

PRM has three components: relational schema, probabilistic graphical model, and relational skeleton. A relational schema is a logical description of the domain of discourse, which will be transformed into a frame-based representation. It will use the concepts like relation for a class, column for an attribute of a class, and reference slot (opposite is inverse slot) for foreign key. A probabilistic graphical model is depicted using directed acyclic graph and can be represented in a logical formalism. A relational skeleton is specified for each class of a relational schema which will have a set of uninitialized objects.

Random variable will be defined for each uncertain attribute of the object where attributes of a same class or different class may be dependent on one another. To ensure acyclic representation of graph, it uses mainly two graphs: instance dependence graph and class dependence graph.

PRM provides various types of uncertainty like structural uncertainty, attribute uncertainty and class uncertainty, where structural uncertainty is in two forms: reference uncertainty and existence uncertainty. It uses two inference techniques for reasoning and learning purposes viz. exact inference and approximate inference.

3.4 DAPER model
The directed acyclic probabilistic entity-relationship model is a combination of ER-model with directed acyclic graph (DAG) and local distribution classes [31]. ER-model gives pictorial representation of entity classes, relationship classes, attribute classes, and their interconnections. DAG gives dependence among the attribute classes. Local distribution classes are probability distribution for dependence among attribute classes. Therefore, it is the graphical language for probabilistic entity relationship (PER) model and can also implement Plate model, where plate model is similar to PRM but suitable for statistician and PRM is used for computer users. It can perform probabilistic inference about attribute classes.

It can represent restricted relationships, self-relationships, partial relationship existence, and probabilistic relationships. It does not support first order formulas and quantifier, but due to dependence on random variable semantics it can be extended to FOL.

4. BAYESIAN NETWORK WITH SEMANTIC WEB LANGUAGES
This section mainly will go through the proposals based on an extension of RDF, an extension of RDF(S), and two proposals based on extension of OWL i.e. BayesOWL, OntoBayes, and MEBN and PR-OWL 2.0.

4.1 Probabilistic extension of RDF
Fukushige has proposed an implementation to integrate probability with RDF in the form of vocabulary [4]. Framework has been proposed on the basis of RDF and Bayesian network to calculate probability distribution. RDF is widely used language to represent ontology in semantic web and several successful software had been developed to create ontology using RDF and perform reasoning about that. This framework doesn’t support any standard query language of semantic web instead Bayesian inference was the sole reasoning technique. The given framework starts by creating a vocabulary of propositions along with probability, which leads to a RDF graph. RDF graph should be converted into Bayesian network to perform reasoning.

An example of probabilistic relationship is borrowed from [6] for metastatic cancer. Vocabulary is created in N3 language [7], which includes propositions, negations, unconditional probabilities, conditional probabilities, observations and posteriors. This model can represent specific classes of problems with less expressiveness.

4.2 Extension to RDF(S)
Holi and Hyvonen have used Bayesian network to compute degrees of overlap or ambiguous uncertainty between concepts of taxonomy [12]. RDF(S) is used to represent concept and partial subsumption. Concepts of taxonomies are represented as different sets in Venn diagram which helps to create overlap table for every concept. It uses a DAG to represent partial overlap where each node represents a concept which is annotated with mass i.e. size of the set. The graph is converted from partial overlap to a solid path structure using breadth first search algorithm. Overlap values will be interpreted as a conditional probabilities and efficient evidence propagation algorithm is used to calculate overlap computation. An individual will be matched with the query concept by computing the degrees of overlap, where degree of
overlap plays significant role to measure the relevance of the concept in information retrieval techniques. BayesOWL can be seen as next methodologies on the basis of this approach.

### 4.3 BayesOWL

BayesOWL was one of the successful approaches to represent uncertain information based on probabilistic framework, which uses OWL to represent information in knowledge base [5]. It has been elaborated uncertain reasoning and mapping of ontology as two major applications of Bayesian Network.

This framework augments OWL with BN to represent uncertainty and perform uncertain reasoning. It gives a methodology to construct BN using OWL taxonomy for which five structural translation rules have been proposed. It is a mechanism to express OWL ontologies as Bayesian Network by adding additional nodes according to following constructors shown in Table 1.

On the basis of supported constructors, conversion of OWL taxonomy to a BN DAG is performed in two steps a) Structural Translation and b) Conditional Probability Table creation.

For structural translation, it uses two types of nodes a) Concept nodes b) L-nodes. Concept nodes are used for regular concept class. L-nodes are used for modeling relations among concept nodes where relations are logical operations and works as bridge between concept nodes. L-nodes will be created as leaf nodes to avoid cycle. It has two types of properties and can be classified as prior and conditional properties. Figure 4 shows an example of owl:unionOf constructor from [5]

![Figure 4 Conversion of union of concept nodes into LNodeUnion for Bayesian Network [5]](image)

Here, Union of concept classes \( C_i \) \( (i=1\ldots n) \) is defined as C, using constructor “owl:unionOf” as partial BN. Conditional probability table will be created for both types nodes (Concept nodes as well as L-nodes) on the basis of proposed logical relations, which will include prior probability as well as conditional probability.

Piece-wise probability constraints can be used to construct CPTs with help of Decomposed-Iterative Proportional Fitting Procedure (D-IPFP) algorithm. Probabilistic inference plays major role for reasoning purposes in the proposed approach.

Three types of BN connections are allowed: serial connections, diverging connections and converging connections as shown in Figure 5.

![Figure 5 Bayesian Network connections a. Serial b. Diverging c. Converging [5]](image)

BayesOWL supports only three basic reasoning within and across same ontology i.e. concept satisfiability, concept overlapping and concept subsumption, where concept satisfiability checks whether a perfect description of a concept is available, concept overlapping decides the degree of overlap between a concept and its description, and at last concept subsumption finds whether a concept follows the properties of a given description.

The advantage of BayesOWL is that it reduces the cost and user efforts, since it doesn’t enforce to modify OWL and ontologies. In addition to that it is not highly dependent on syntax instead of semantics as well as it can be used to translate either partial ontology or conditional probability table into BN according to user requirement in consistent fashion.

Limitations of BayesOWL: It cannot deal with multi-valued random variable. In translation of ontology, it does not consider the instances, the specific data type, and properties represented by BayesOWL.

### 4.4 OntoBayes

It is an ontology-driven Bayesian model for uncertain knowledge representation [25] [34]. OntoBayes is a decision-theoretic design analysis. It integrates Bayesian network into web ontology language to annotate the ontology with Bayesian probability along with dependency relationship. OntoBayes deals only with discrete random variable but Boolean random variable as a special case. It does not deal with continuous random variable.

To provide probabilistic integration to OWL, only three classes have been introduced viz. PriorProb, CondProb and FullProbDist. PriorProb and CondProb have only one property Probvalue and FullProbDist has two properties hasPrior and hasCond. PriorProb deals with unconditional probability and CondProb deals with conditional probability. FullProbDist deals with joint probability distribution table.

It uses two different graphical representation one for Bayesian graph and other for OWL. Bayesian graph depends on properties of OWL classes, and OWL graph depends on classes and properties. Although both graphs will have subject, predicate and object in the graph, but Bayesian graph will use only one predicate <rdfs:dependsOn>.

One major advantage of OntoBayes is that it can represent cyclic dependency and can deal with multi-valued random variable. For more expressivity, some approaches based on
objects, entity relationship, and first-order logic is proposed, which are discussed in next section.

<table>
<thead>
<tr>
<th>Constructor</th>
<th>DL Notation</th>
<th>Class Axiom</th>
<th>Logical Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>rdfs:subClassOf</td>
<td>C1 ⊆ C2</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>owl:equivalentClass</td>
<td>C1 ≡ C2</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>owl:disjointWith</td>
<td>C1 ⊆ ¬C2</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>owl:unionOf</td>
<td>C1 ∪ ... ∪ C2</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>owl:intersectionOf</td>
<td>C1 ∩ ... ∩ C2</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>owl:complementOf</td>
<td>¬C</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

4.5 MEBN and PR-OWL 2.0

Probabilistic Web Ontology Language (PR-OWL) [11] provides uncertainty representation using OWL constructs based on Multi-Entity Bayesian Network (MEBN) logic [9] and it is successfully implemented in UnBBayes [21] graphical user interface to model a probabilistic ontology [2], [8], [13], [14], [15], [18], [24], [26], [27] and [37]. MEBN logic is an extended form of Bayesian network along with expressive power of first order logic formula, where Bayesian network will encode a set of dependent evidences in graphical form and degree of belief of evidence can be interpreted with the help of constraints specified using first-order formulas. Basic constructs of MEBN are MTheory, MFrag, random variable, and entities.

MTheory is the label to combine multiple MFrags together and a probabilistic ontology must have at least one MTheory to represent the model. It will ensure the consistency of probabilistic ontology by checking unique joint probability distribution table. To perform the query, one has to provide domain specific entity instances i.e. knowledge base then Bayesian inference will be used for query and learning of new evidences.

MFrag is the combination of random variables, and fragment graph, where random variable will be represented as resident node along with conditional probability distribution table and fragment graph will show the dependence among random variables in the form of directed acyclic graph. A MFrag will give a template of a Bayesian network, which can be instantiated multiple times by binding its arguments to domain entity identifiers to create instances of its random variables. Resident node will work as input node to the other MFrag of ontology, where union of input node and resident node will be used as parent nodes in the fragment graph that is why the probability distribution table of the child node will have entries for the states of all its parent nodes. Here, mutual exclusive and exhaustive number of states of random variable will be represented using entities.

The advantage of MEBN over simple Bayesian network is that it can represent repeated structure of Bayesian network and it allows dynamic infinite number of instances of a Bayesian network structure. MEBN logic can represent various types of uncertainty like attribute value uncertainty, existence uncertainty, number uncertainty, referential uncertainty, structural uncertainty, and type uncertainty [9].

MEBN logic is successfully implemented using PR-OWL upper ontology, which is based on basic model as shown in figure 5. Here, ovals represent class and arc represents relationship between classes.

PR-OWL 1.0 has two shortcomings 1) it cannot provide mapping to properties of OWL and 2) although it provides concept of meta-entities for the definition of complex types, it does not have type compatibility with OWL. Therefore, PR-OWL 2.0 has been proposed to overcome these shortcomings to provide better modeling of domain information [18].

5. PROPOSED MODELS USING PR-OWL FRAMEWORK

Although PR-OWL is in initial phase of establishment and it has not been widely accepted by semantic web community [36], but some relevant proposed works discussed in this section will present importance and applicability of it.

5.1 Service based situation awareness

There are 3 levels of situation awareness presented in [34], 1) Perception, 2) Understanding, and 3) Projection, understanding type of situation awareness have been considered in [28] for service-oriented information technology environments. For situation assessment of status or health of IT services understanding (the second level) is more suitable than perception (the first level), because perception is more probable for inaccuracy and incomplete.

It has been proposed to develop a PR-OWL framework based ontology definition that supports automated reasoning with uncertain service-based situation awareness.
5.2 Research on Interactive Behaviour 
Analyzing in New-type Distributed 
Software System
It has been tried to extract interactive behaviours produced by 
loosely-coupled software entities [33]. Behaviour of software 
entities is investigated on the basis of historical knowledge 
current and practical evidences. It has adopted the case based 
reasoning along with case reasoning.

It has been considered the new-type distributed software to 
supervise its group behaviour regarding behaviour of 
dynamic, accidental, correlative, and repeating properties. It 
has used MEBN to represent group behaviour as well as 
knowledge fusion of monitored evidence information and 
experimental knowledge. Fusion of problem space and 
solution space is useful to accurately analyze software 
behaviour credibility for current context.

5.3 PROGONOS: Probabilistic Ontology 
for Net-centric operation systems
It is Predictive Situation AWareness (PSAW) model to be 
used for U. S. Navy’s FORCEnet for prediction about 
battlefield, where huge amount of data is collected from 
sensors, human intelligence, and others [29]. It is modeled 
using PR-OWL framework, where it is based on two modules, 
the first module is used for performing reasoning and second 
module is used for simulation.

5.4 Probabilistic Risk Assessment for 
Security Requirements: A Preliminary 
Study
Risk assessment is the process of identifying risk factors and 
relationship among risk factors, which includes judgement as 
well as meta-judgement about the degree of certainty that they 
have in their judgements [35]. To represent the degree of 
certainty, it has been proposed a model, where security 
requirements and their causal relationships are represented 
using MEBN logic.

5.5 A Model of an Ontology Oriented 
Threat Detection System (OOTDS)
Object-oriented threat detection system is dynamic behaviour 
based system, which will be automatically upgraded 
according to changes in environment [14]. It is mainly based 
on two ontologies a) Threat detection ontology and b) Threat 
detection learning ontology, where the first one is used for 
threat detection and the second one is used for learning the 
dynamic changes in environment. Here, ontologies are created 
using PR-OWL model again.

6. CONCLUSIONS
Bayesian network can play a pivotal role in the representation 
of uncertainty and performing reasoning in semantic web. 
Survey on the Bayesian network for the representation of 
uncertainty has been discussed on the bases of description 
logic, object oriented, entity relational model approaches, as 
well as core works done so far for augmentation of Bayesian 
network with semantic web languages viz. RDF, RDF(S), and 
OWL to represent uncertainty in knowledge bases, which 
provides efficient ways to perform reasoning to extract 
relevant information for specific purposes. The list of works 
done using PR-OWL has been discussed, which is a domain 
ontology based on MEBN logic and its relevance can been 
experienced by applying in various applications of real life.
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