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Abstract: Object detection is an important step in any video analysis. Difficulties of the object detection are finding hidden objects 
and finding unrecognized objects. Although many algorithms have been developed to avoid them as outliers, occlusion boundaries 
could potentially provide useful information about the scene’s structure and composition.  A novel framework for blob based occluded 
object detection is proposed. A technique that can be used to detect occlusion is presented. It detects and tracks the occluded objects in 
video sequences captured by a fixed camera in crowded environment with occlusions. Initially the background subtraction is modeled 
by a Mixture of Gaussians technique (MOG). Pedestrians are detected using the pedestrian detector by computing the Histogram of 
Oriented Gradients descriptors (HOG), using a linear Support Vector Machine (SVM) as the classifier. In this work, a recognition and 
tracking system is built to detect the abandoned objects in the public transportation area such as train stations, airports etc. Several 
experiments were conducted to demonstrate the effectiveness of the proposed approach. The results show the robustness and 
effectiveness of the proposed method.  
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1. INTRODUCTION 
Surveillance is monitoring the behavior, activities for the 
purpose of influencing, managing, directing, or protecting. 
One of the main advantages of video surveillance is that it 
could be used both as a preventive mechanism and a forensic 
tool for crimes. Unfortunately, constant surveillance of public 
domains is challenging and labor-intensive. Therefore, 
improved automated abandoned object detection and 
occlusion detection systems are increasingly in demand. 

Robustness of object detection is affected by occlusion in the 
presence of multiple objects. Occlusion is the hiding of an 
object by another during multiple object tracking. In video 
sequences Fig 1(a), occlusions create several challenges to the 
tracking algorithm. The task of reliable detection and tracking 
of multiple objects becomes highly complex for crowded 
scenarios.  The detection of suspicious object is one of the 
most important task in video surveillance. Suspicious objects 
are generally unattended packages left in public places. This 
work aims to detect occlusions and abandoned object 
detection which captures most of the researches working in 
video surveillance. Object detection in monocular image 
sequences still suffers from a lack of robustness due to 
temporary occlusions, objects crossing and changing lighting 
conditions. 

Abandoned objects are detected by difference image. An 
example for occluded scene and abandoned object/baggage is 
shown in Fig. 1(b).  
 

    
        (a). Occluded frame          (b). Abandoned object 

 Figure. 1 Occluded and abandoned frames     
         

The rest of the paper is arranged as follows: Section 2 
discusses a few approaches explored by other researchers to 
solve the problem. Section 3 explains the technical details of 
our method, Section 4. Section 5 wraps up the paper with an 
experimental result and conclusion of this paper. 

2. RELATED WORKS 
Although many algorithms have been proposed in the 
literature, the problem of multiple interacting objects tracking 
in complex scene is still open. Methods to solve the occlusion 
problem in multiple interacting objects tracking have been 
previously presented in [8, 12, 15, 16]. Sensor based 
occlusion tracking methods [8, 18] cannot handle the 
difference between moving and nonmoving obstacles. In 
general, solutions to both pedestrian and vehicle occlusion 
problems extend from spatial to temporal domains can be 
broadly classified into many types. Some types like active 
contour –based [2], stereo vision-based, region based, model 
based [16], feature based [12] are also seen in the literature. 
Object tracking in [17] overcome occlusion by fusing multiple 
camera inputs, but it cannot handle complete occlusion. 
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Several methods using color, texture and motion [13, 14, 19]. 
[14] Performs robust tracking that deals some instances of 
occlusion but it cannot handle illumination changes.  
Histograms of Oriented Gradients (HOG) and Local Binary 
Pattern (LBP) [9] are used to detect partial occlusion but it 
cannot handle the articulated deformation of people. Multi-
cue model widely used in tracking and detection systems [14] 
has achieved considerable success in object tracking because 
of its simplicity and robustness. However, color features 
cannot give good performance when an object and its 
background have the similar colors. Contour-based object 
detection and recognition method proposed in [2, 4]. [7,10] 
uses filter based detection and tracking. 
 Most of the proposed techniques for abandoned object 
detection rely on tracking information [24, 25] to detect drop-
off events, while fusing information from multiple cameras. 
As stated by Porikli [26], these methods are not well suited to 
complex environments like scenes involving crowds and large 
amounts of occlusion. Stauffer and Grimson [27] present an 
event detection module that classifies objects, including 
abandoned objects, using a neural network, but is limited to 
detecting only one abandoned object at a time. In [28] a multi-
camera video surveillance system is proposed to detect the 
owner of each abandoned object is determined and tracked 
using distance and time constraints and multiple cameras with 
overlapping fields of view are exploited to cope with 
occlusion of various types. 

3. OCCLUSION AND ABANDONED 
OBJECT DETECTION 
3.1 Occlusion Detection 
Manual surveillance requires the system to be monitored by 
personnel and is expensive and inconvenient. Hence, efforts 
have been put into automatic surveillance. One of the main 
components of automatic video surveillance is detecting 
occluded objects. Fig.2 shows the proposed system 
architecture for occlusion detection. 
Occlusion is the main cause for performance degradation in 
surveillance systems. Under occlusion, the objects will 
become overlapped and may be found moving together in a 
scene. Occlusion can be of three types. Self occlusion, inter-
object occlusion, background occlusion. The goal of our work 
is to develop a general framework to detect and track objects   
with persistent and occasional heavy occlusion. Background 
subtraction is carried out by a mixture of Gaussians 
techniques (MOG) is in Fig.3. Blob detection for detecting 
occluded object is carried out in OpenCV. Multiple occluded 
object detection involves computing the Histogram of 
Oriented Gradients descriptors (HOG) and linear Support 
Vector Machine (SVM) as a classifier.  
3.1.1 Mixture of Gaussian Algorithm(MOG) 
Pixelprocesses– 
                                 {X1,…….,XT} = {I(x0, y0, i): 1≤ i ≤ t}, 
Where, I- image sequence, t- time,  {x0,y0}- the history of 
pixels. 

 
          Figure. 2 Occlusion detection  
 

    
                  Figure. 3 Mixture of Gaussians algorithms 
 
Model the values of a particular pixel as a mixture of 
Gaussians. We determine which Gaussians may correspond  
 to background colors-Based on the persistence and the 
variance of each of the Gaussians [23]. Pixel values that do 
not fit the background distributions are considered foreground 
until there is a Gaussian that includes them. Update the 
Gaussians. Pixel values that do not match one of the pixel's 
“background” Gaussians are grouped using connected 
components. 
Background modeling - constructs a reference image 
representing the background. 
Threshold selection- determines appropriate threshold values 
used in the subtraction operation to obtain a desired detection 
rate. 
Pixel classification - classifies the type of a given pixel, i.e., 
the pixel is the part of background (including ordinary 
background and shaded background), or it is a moving object. 

  
            Figure. 4 Background subtraction using MOG 
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3.1.2  Blob Detection 
Once the background subtraction is done with MOG, each 
foreground object is detected as a blob. Each module is 
applied on a bi-level  image obtained   though  a   mixture    of  
Gaussian background subtraction and some basic filtering 
performed. Using OpenCV [22]. A tracked blob is considered 
to be occluded if its major region is covered by foreground 
and it should continue to be tracked if either it is occluded or 
its area and centroid is matched with any of the blobs. When 
two objects pass close to each other, they are detected as a 
single blob. Fig.5 shows the blob detection.  
Often, one object will become occluded by the other one. One 
of the challenging problems is to maintain correct labeling of 
each object after they split again. Fig.6 demonstrates the blob 
merging and splitting at the time of occlusion.      
 

    
                      Figure. 5 Blob Detection and Tracking 
 

 
   Figure. 6 Blob Merging and splitting at the time of occlusion 
 

3.1.3 Histogram of Oriented Gradients descriptors 
(HOG) 
Histograms of Oriented Gradients (HOG) are feature 
descriptors used in  computer vision and image processing for 
the purpose of object detection. The technique counts 
occurrences of gradient orientation in localized portions of an 
image. This method is similar to that of edge orientation 
histograms, but differs in that it is computed on a dense grid 
of uniformly spaced cells and uses overlapping local contrast 
normalization for improved accuracy. Fig.7 shows orientation 

of each gradient sample rotated relative to key point 
orientation. 

 
Image gradients                               Key point descriptor 

                     Figure. 7  Histograms of Oriented Gradients 

For normalization process all blocks are typically 
overlapped and rotation invariance. It is typically combined 
with SVM classifier. 
3.1.4 SVM Classifier 
The Support Vector Machine classifier is a binary classifier 
which looks for an optimal hyper plane as a decision function. 
Once trained on images containing some particular object, the 
SVM [20] classifier can make decisions regarding pedestrians. 
SVM is based on the principle of structural risk minimization. 
For linearly separable data, SVM finds the separating hyper 
plane which separates the data within the largest margin. For, 
linearly   inseparable  data,  it maps the data in the input space 
into high dimension feature space x €  Iı—>Φ(x) € H With 
kernel function   Φ(x) , to find the separating hyper plane. 
SVM was originally developed for two class classification 
problems. The N class classification problem can be solved 
using N SVMs. Each SVM separates a single class from all 
the remaining classes (One-vs.-rest approach).Given a set of 
frames corresponding to N classed for training, N SVMs are 
trained. Each SVM is trained to distinguish a class and other 
classes in the training set. During testing, the class label y of a 
class x can be determined using:  

y=  

Where, dn  (x)  = max{di (x)}N 
i=1, and  di(x) is the distance 

from x to the  SVM    hyper plane corresponding to frame i, 
the Classification threshold is t, and the class label y=0 stands 
for unknown. 

 
 Figure. 8  Blob Optimal separating hyper plane and margin for a two 
dimensional feature space 
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3.2 Abandoned Object Detection 
The detection of suspicious (dangerous) object is one of the 
most important task in video surveillance. An abandoned 
object not belonging to the background scene and remaining 
in the same position for a long time. Our system for 
abandoned object detection was designed to assist operators 
surveilling indoor environments, such as airports, railway, or 
metro stations etc. Fig 9 shows the abandoned object 
detection. 

 
                               Figure. 9 Abandoned Object Detection 
 

3.2.1 Difference Image 
The difference image is defined as the residual image that 
results from subtracting the scenes at two consecutive time 
instants from each other. Difference images capture target 
motion in the scene and can be used for target tracking. Fig. 
10 illustrates the basic idea behind difference images. Fig. 
10(a), 10(b) show a scene with moving targets at two 
consecutive time instants. Fig. 10(c) shows the difference 
image resulting from subtracting the two image frames. 

 
           (a)                                 (b)                                  (c) 

Figure. 10 (a). Image x1 at time instance t1 (b). Image x2 at time 
instance t2, and  (c). Difference image. 

4. EXPERIMENTAL RESULTS 
Experiments were carried out on a PC with Intel IV cores 
2.67GHz processor with C++ and the OpenCV library. The 
above approaches are implemented and experiments are 
performed on video clips freely available and PETS 2006 .The 
detection rate of proposed methods are shown in Table 1. The 
video data are processed at 20fps, and 320x240 resolution. 
We present some snapshots for occlusion detection and 
abandoned object detection in Fig.13, 14.  

4.1 Occlusion detection 
4.1.1 Occlusion degree and detection rate  
The occlusion degree is calculated by the number of moving 
pedestrians and moving vehicles present in the frame with 
occlusion. For example if a video sequence contains 10 
pedestrians, in which 5 pedestrians are occluded with each 
other, then the calculated occlusion degree is 50 %. More than 
10 persons is considered as high, more than 5 as medium less 
than 5 as low occlusion degree. The occlusion rate is 
compared with the ground truth information.Fig.11 represents 
the graphical representation of occlusion detection. 
4.1.2 Ground truth method 
The ground-truth data allows us to do a quantitative 
comparison between occlusion detection method and 
the facts that are confirmed in an actual field. The ground 
truth method calculation is carried out manually. 
 
Table 1. Detection rate of proposed method 

 
 

 
Figure. 11 Graphical reprsentation of our detection rate. 

 

4.2 Abandoned Object Detection 
4.2.1 Intensity Calculation of Difference Image 
The intensity of the difference images are taken as an input to 
the SVM classifier.  Fig. 12 shows the graphical 
representation of difference images intensity values of 346 
difference images from the abandoned object dataset. 

 

 

Occlusion degree (%) High medium low 
Detection rate  80 90.3 91.2 
Ground truth method  90 95 100 
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Table 2. Data set for abandoned object detection 

 

 

 
Figure. 12  Intensity values of the difference image in abandoned 

object detection 

4.2.2 Results with SVM Classifier 
The Support Vector Machine classifier is a binary classifier 
which looks for an optimal hyper plane as a decision function. 
Once trained on images containing some particular object, the 
SVM classifier can make decisions regarding the presence of 
an object, such as a human being. Classification results using 
quadratic discriminant analysis were found to be quite 
accurate. A training set of 60 cases, where 30 of them belong 
to one class - bag, and the rest belong to the second class - 
non-bag(people) is used. Using a test set of 50 cases, gave us 
an accuracy of 91%. Fig. 28 shows the SVM training and 
testing. 

 

          Figure. 13   (a). Occlusion detetion in frame 1  at video 4 

 

 
Figure. 13   (b). Occlusion detetion in frame 1  at video 10 

Figure. 13   Occlusion detection in random frame number. 

 
       (a) Frame differencing done with first and 4th frame                 

 
      (b) Frame differencing done with first and 12th frame 

 
       (c)Frame differencing done with first and 18th frame           

 
      (d) Frame differencing done with first and 26th frame. 
Figure. 14  Abandoned object detection using frame differencing  

at   frame 4, 12, 18, 26. 

5.  CONCLUSION 
This research work will lay a stepping stone for the further 
developments of the automatic object tracking system in a 
secured area. A real-time multiple occluded objects detection 
and abandoned object detection system is presented. 
Experiments on complex indoor and outdoor environments 
show that the system can deal with difficult situations such as 
ghosts and illumination changes. Moreover, it can track 
multiple objects with long-duration and complete occlusion. 
While the system is highly computationally cost effective and 

S.NO Dataset or video name Video length 

1 

2 

3 

Abandoned object 

Video 1                   

PETS 2006 

59 

30 

60 
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accurate. The testing results which are based on different 
scenarios have proved that our approach can be successfully 
applied in real world surveillance applications. Future work 
includes extending multiple camera view occlusion detection 
and abandoned object detection. 
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