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Abstract: Gesture recognition is to recognizing meaningful expressions of motion by a human, involving the hands, arms, face, head, and/or body. Hand Gestures have greater importance in designing an intelligent and efficient human–computer interface. The applications of gesture recognition are manifold, ranging from sign language through medical rehabilitation to virtual reality. In this paper a survey on various recent gesture recognition approaches is provided with particular emphasis on hand gestures. A review of static hand posture methods are explained with different tools and algorithms applied on gesture recognition system, including connectionist models, hidden Markov model, and fuzzy clustering. Challenges and future research directions are also highlighted.
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1. INTRODUCTION

Gesture recognition has been applied in a large range of applications areas such as recognizing sign language [6] [8], human computer interaction (HCI) [6] [9], robot control [6], smart surveillance [6], lie detection [6], visual environments manipulating [6], etc. Different techniques and tools have been applied for handling gesture recognition, vary between mathematical models like Hidden Markov Model (HMM) [6][10] [51] [52] and Finite State Machine (FSM) [6][11] to approaches based on software computing methods such as fuzzy clustering [12], Genetic Algorithms (GAs) [13] and Artificial Neural Network (ANN) [14]. Hand posture recognition still an open research area [15], since the human hand is a complex articulated object with many connected joints and links, which forms the 27 degrees of freedom [16] for the hand. Typically the implementation of gesture recognition system required different kinds of devices for capturing and tracking image/ video image [6] such as camera(s), instrumented (data) gloves, and colored marker [6]. Those devices are used for modeling the communication between human and environments rather than traditional interface device such as keyboards, and mice which are inconvenient and unnatural for HCI system. Vision based technique also different according to some system environments such as number of cameras used [6], speed [6], and illumination conditions [6]. The major difficulty in gesture recognition system is how to identify a specific gesture meaning by the machines (computers/ robot) [17].

The purpose of this paper is to present a review of vision based hand gesture recognition techniques for human computer interaction, and to explain various approaches with its advantages and disadvantages. Although recent reviews [1] [6], [7] [18] [17] [19] [20] in computer vision based have explained the importance of gesture recognition system for human computer interaction (HCI), this work concentrates on vision based techniques method and it’s up-to-date. With intending to point out various research developments as well as it represent good starting for interested persons in hand gesture recognition area.

2. HAND GESTURE TECHNOLOGY

For any system the first step is to collect the data necessary to accomplish a specific task. For hand posture and gesture recognition system different technologies are used for acquiring input data. Present technologies for recognizing gestures can be divided into vision based, instrumented (data) glove, and colored marker approaches. Figure 1 shows an example of these technologies.

2.1 Vision Based approaches:

In vision based methods the system requires only camera(s) to capture the image required for the natural interaction between human and these approaches are simple but a lot of gesture challenges are raised such as the complex background, lighting variation, and other skin color objects with the hand object,
besides system requirements such as velocity, recognition time, robustness, and computational efficiency [7] [17].

**Fig. 1 Vision based**

### 2.2 Instrumented Glove approaches:
Instrumented data glove approaches use sensor devices for capturing hand position, and motion. These approaches can easily provide exact coordinates of palm and finger’s location and orientation, and hand configurations [17] [21] [22], however these approaches require the user to be connected with the computer physically [22] which obstacle the ease of interaction between users and computers, besides the price of these devices are quite expensive [22], it is inefficient for working in virtual reality [22].

**Fig. 2 Data Glove**

### 2.3 Colored Markers approaches:
Marked gloves or colored markers are gloves that worn by the human hand [5] with some colors to direct the process of tracking the hand and locating the palm and fingers [5], which provide the ability to extract geometric features necessary to form hand shape [5]. The color glove shape might consist of small regions with different colors or as applied in [23] where three different colors are used to represent the fingers and palms, where a wool glove was used. The amenity of this technology is its simplicity in use, and cost low price comparing with instrumented data glove [23]. However this technology still limits the naturalness level for human computer interaction to interact with the computer [5].

**Fig. 3 Color Makers**

### 3. GESTURE RECOGNITION TECHNIQUES
The recognition of gesture involves several concepts such as pattern recognition [19], motion detection and analysis [19], and machine learning [19]. Different tools and techniques are utilized in gesture recognition systems, such as computer vision [38] [55], image processing [6], pattern recognition [6], statistical modeling [6].

#### 3.1 Artificial Neural Networks
The use of neural networks for gesture recognition has been examined by many researchers. Most of the researches use ANN as a classifier in gesture recognition process, while some others use it to extract the shape of the hand, as in [25]. Tin H. [26] presents a system for hand tracking and gesture recognition using NNs to recognize Myanmar Alphabet Language (MAL). Adobe Photoshop filter is applied to find the edges of the input image and histogram of local orientation employed to extract image feature vector which would be the input to the supervised neural networks system. Manar M. [27] used two recurrent neural network architectures to recognize Arabic Sign Language (ArSL). Elman (partially) recurrent neural networks and fully recurrent neural networks have been used separately. A colored glove used for input image data, and for segmentation process, HSI color model is applied.

The segmentation divides the image into six color layers, one for the wrist and five for fingertips. 30 features are extracted and grouped to represent a single image, fifteen elements used to represent the angles between the fingertips and between them and the wrist [27], and fifteen elements to represent distances between fingertips; and between fingertips and the wrist [27]. This input feature vector is the input to both neural networks systems. 900 colored images were used as training set, and 300 colored images for system testing. Results had shown that fully recurrent neural network system (with recognition rate 95.11%) better than the Elman neural network (with 89.67% recognition rate). Kouichi M. in [28] presented Japanese sign language recognition using two different neural network systems. Firstly, back propagation algorithm was used for learning postures of Japanese alphabet. For input postures, data glove is used, and normalization operation was applied as a preprocessing step on the input image. The feature extracted from input images was 13 data items, ten for bending, and three for angles in the coordinates.

The output of the network was 42 characters. The network consists of three layers, the input layer with 13 nodes, the hidden layer with 100 nodes, and the output layer with 42 nodes which corresponds 42 recognized characters. The recognition rate for
learning 42 taught patterns was 71.4%, and for unregistered people 47.8%, while the rate improved when additional patterns added to the system, it became 98.0% for registered, and 77.0% for unregistered people. Elman Recurrent Neural Network was the second system applied for recognition gestures. The system could recognize 10 words. The data item have been taken from data glove and the same preprocessing applied for input image. Features extracted are 16 data items, 10 for bending, 3 for angles in the coordinates, and 3 for angles in the coordinates. The network consists of three layers, the input layer with 16 nodes, the hidden layer with 150 nodes, and the output layer with 10 nodes which corresponds 10 recognized words.

Some improvement in the positional data and filtering data space are added to the system [28]. Integration of these two neural networks, in a way, that after receiving data from data glove, a determination of the start sampling time and if the data item considered a gesture or a posture is sent to the next network, for checking the sampling data and the system hold a history, which decide the end of sign language. The final recognition rate with the encoding methods was 96%. Stergioupolou E. [25] recognized static hand gestures using Self-Growing and Self-Organized Neural Gas (SGONG) network. A camera used for acquiring the input image, and YCbCr color space is applied to detect hand region, some thresholding technique used to detect skin color. SGONG network use competitive Hebbian learning algorithm for learning process, the learning start with only two neurons and continuous growing till a grid of neurons are constructed and cover the hand object which will capture the shape of the hand. From the resultant hand shape three geometric features was extracted, two angles based on hand slope and the distance from the palm center was determined, where these features used to determine the number of the raised fingers.

For recognizing fingertip, Gaussian distribution model used by classifying the fingers into five classes and compute the features for each class. The system recognized 31 predefined gestures with recognition rate 90.45%, in processing time 1.5 second. Shweta K. in [29] introduced gesture recognition system using Neural Networks. Web-cam used for capturing input image at slow rate samples between 15-25 frames per second. Some preprocessing have been made on the input image which convert the input image into sequence of (x, y) coordinates using MATLAB, then passed into neural classifier, in which it will classify the gesture into one of several classified predefined classes which can be identified by the system. Sidney and Geoffley [30],[31] used neural networks to map hand gestures to speech synthesizer using Glove-Talk system that translated gestures to speech through adaptive interface which is an important class of neural networks applications [31].

3.2 Histogram Based Feature

Many researchers have been applied based the histogram, where the orientation histogram is used as a feature vector [32]. The first implementation of the orientation histogram in gesture recognition system and real time was done by William F. and Michal R. [32]; they presented a method for recognizing gestures based on pattern recognition using orientation histogram. For digitized input image, black and white input video was used, some transformations were made on the image to compute the histogram of local orientation of each image, then a filter applied to blur the histogram, and plot it in polar coordinates. The system consists of two phases; training phase, and running phase. In the training phase, for different input gestures the training set is stored with their histograms. In running phase an input image is presented to the computer and the feature vector for the new image is formed. Then comparison performed between the feature vector of the input image with the feature vector (oriented histogram) of all images of the training phase, using Euclidean distance metric and the less error between the two compared histograms will be selected. The total process time was 100 msec per frame.

Hanning Z., et al. [33] presented hand gesture recognition system based on local orientation histogram feature distribution model. Skin color based segmentation algorithm were used to find a mask for the hand region, where the input RGB image converted into HSI color space, and then map the HSI image H to a likelihood ratio image L the hand region is segmented by thresholding value, 128 elements in the local orientation histogram feature were used. The augmented of the local orientation histogram feature vector implemented by adding the image coordinates of the sub-window. To compact features representation, k-means clustering has been applied the augmented local orientation histogram vectors. In Recognition stage, Euclidean distance used to compute the exact matching score between the input image and stored posture. Then Locality Sensitive Hashing (LSH) used to find the approximate nearest neighbors, and reduce computational cost for image retrieval. Wysoski et al. [34] presented a rotation invariant static-gesture recognition approach using boundary histograms. Skin color detection filter was used, followed by performing erosion, dilation as preprocessing operation, and clustering process to find the groups in the image. For each group the boundary was extracted using an ordinary contour-tracking algorithm.

The image Divided into grids, and normalized the boundary in size, which give the system invariance distance between the camera and hand. Homogeneous background was applied, and the boundary is represented as chord’s size chain. The image was divided into a number of regions N. And the regions were divided in a radial form [34], according to a specific angle as shown in the Figure. The histogram of boundary chord’s size was calculated. So the whole feature vector consists of a sequential chain of histograms. Multilayer perceptron (MLP) Neural Networks and Dynamic Programming (DP) matching were used as classifiers. 26 static postures from American Sign Language, for every posture, 40 pictures were taken, 20 pictures for training and 20 for test. Different number of histograms were used varies from 8 to 36 increasing by two, with different histogram resolutions.

3.3 Fuzzy Clustering Algorithm

Clustering algorithms is a general term comprises all methods that partitioning the given set of sample data into subsets or clusters [35] based on some measures between grouped elements [12]. According to this measure the pattern that share the same characteristics are grouped together to form a cluster [12]. Clustering Algorithms have been widely spread because of their ability of grouping complicated data collections into regularly clusters [35]. In fuzzy clustering, the partitioning of sample data into groups in a fuzzy way are the main difference between fuzzy clustering and other clustering algorithm [12], where the single data pattern might belong to different data groups [12].
Xingyan L. In [12] presented fuzzy c-means clustering algorithm to recognize hand gestures in a mobile remote.

A camera was used for acquire input raw images, the input RGB images are converted into HSV color model, and the hand extracted after some preprocessing operations to remove noise and unwanted objects, and thresholding used to segment the hand shape. 13 elements were used as feature vector, first one for aspect ratio of the hand’s bounding box, and the rest 12 parameters represent grid cell of the image, and each cell represents the mean gray level in the 3 by 4 blocks partition of the image, where the mean value of each cell represents the average brightness of those pixels in the image, Then FCM algorithm used for classification gestures. Various environments are used in the system such as complex background and invariant lighting conditions. 6 hand gestures were used with 20 samples for each gesture in the vocabulary to create the training set, with recognition accuracy 85.83%.

3.4 Hidden Markov Model (HMM)

Many researches were applied in the field of gesture recognition using HMM. HMM is a stochastic process [6] [52], with a finite number of states of Markov chain, and a number of random functions so that each state has a random function [6]. HMM system topology is represented by one state for the initial state, a set of output symbols [6] [22], and a set of transitions state [22] [8]. HMM contained a lot of mathematical structures and has proved its efficiency for modeling spatio-temporal information data [6]. Sign language recognition, are one of the most applications of HMM [8], and speech recognition [10]. In [9] Keskiin C., et. al. presented HCI interface based on real time hand tracking and 3D gesture recognition using hidden Markov models (HMM) [54]. Two colored cameras for 3D construction are used. To overcome the problem of using skin color for hand detection because of hand overlapping with other body parts, markers are used to reduce the complexity in hand detection process [9] [52]. Markers used to segment the hand from complex backgrounds under invariant lighting conditions.

The markers are distinguished using marker detection utility, and connected components algorithm was applied to find marker regions using double thresholding. For fingertip detection, simple descriptors were used, where the bounding box and four outmost points of the hand that defining the box is determined [9]. The bounding box in some cases needs to be elongate to determine the mode of the hand, and the points used to predict the fingertip location in different modes of the hand. Kalman filter was used for filtering trajectory of the hand motion. For 3D reconstruction of finger coordinates, calibration utility was implemented for specific calibration object [9]. Least square approach used to generate fingertip coordinates, and kalman filter applied for smoothing the trajectory of 3D reconstructed coordinates. To eliminate coordinate system dependency, the 3D coordinates are converted into sequences of quantized velocity vectors. HMM interprets these sequences [9], which are directional characterizing of the motion [9]. The system designed for game and painting programs application. Hand tracking is utilized to imitate the movements of the mouse for drawing, and the gesture recognition system used for selecting commands. Eight gestures have been used for system training, and 160 for testing, with 98.75% recognition performance.

<table>
<thead>
<tr>
<th>Method</th>
<th>Type Of Input Device</th>
<th>Segmentatio n Type</th>
<th>Features (Geometric Or Non)</th>
<th>Feature Vector Representatio n</th>
<th>Classification Algorithm</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tin H. [26]</td>
<td>Digital camera</td>
<td>threshold</td>
<td>Non geometric</td>
<td>Orientation histogram</td>
<td>supervised neural network</td>
<td>90%</td>
</tr>
<tr>
<td>Manar M. [27]</td>
<td>Colored glove, and Digital camera</td>
<td>HSI color model</td>
<td>N/A</td>
<td>Available Features from resource</td>
<td>Two neural networ k system</td>
<td>Elman recurrent network</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Fully recurrent network</td>
<td>95.11%</td>
</tr>
<tr>
<td>Kouichi M. [28]</td>
<td>Data glove</td>
<td>threshold</td>
<td>Non geometric</td>
<td>13 data item (10 for bending, 3 for coordinate angles)</td>
<td>Two neural networ k system</td>
<td>71.4%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16 data item (10 for bending, 3 for coordinate angles, 3 for positional data)</td>
<td>back propagatio n network</td>
<td>Elman recurrent network</td>
</tr>
<tr>
<td>Stergiopoulu E. [25]</td>
<td>Digital camera</td>
<td>YCbCr color space</td>
<td>geometric</td>
<td>Two angles of the hand shape, compute palm distance</td>
<td>Gaussian distribution</td>
<td>90.45%</td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------------------------------------</td>
<td>----------------------</td>
<td>--------</td>
</tr>
<tr>
<td>Shweta in [29]</td>
<td>Web-cam</td>
<td>Non geometric</td>
<td></td>
<td>supervise neural network</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>William F. and Michal R. [32]</td>
<td>Digital camera</td>
<td>Non geometric</td>
<td>Orientation histogram</td>
<td>Euclidean distance metric</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Hanning Z., et al. [33]</td>
<td>Digital camera</td>
<td>threshold</td>
<td>Non geometric</td>
<td>augmented of the local orientation histogram</td>
<td>Euclidean distance metric</td>
<td>92.3%</td>
</tr>
<tr>
<td>Wysoski, et al. [34]</td>
<td>Digital camera</td>
<td>skin color detection filter</td>
<td>Geometric</td>
<td>the histogram of radial boundary</td>
<td>MLP+ DP matching</td>
<td>98.7%</td>
</tr>
<tr>
<td>Xingyan L. [12]</td>
<td>Digital camera</td>
<td>threshold</td>
<td>Non geometric</td>
<td>One dimensional array of 13 element</td>
<td>Fuzzy C-Means algorithm</td>
<td>85.83%</td>
</tr>
<tr>
<td>Keskiin C., et al. [39]</td>
<td>Two colored cameras and marker</td>
<td>connected components algorithm with double thresholding</td>
<td>Geometric</td>
<td>sequences of quantized velocity vectors</td>
<td>HMM</td>
<td>98.75%</td>
</tr>
</tbody>
</table>

### 4. RECOGNITION SYSTEM METHODOLOGY

Many researchers have been suggested on gesture recognition system for different applications, with different recognition phases but they all agree with the main structure of the gesture recognition system. These phases are segmentation, features detection and extraction, and finally the classification or recognition phase. One of these structures illustrated in Figure 4.

#### 4.1 Segmentation

Segmentation phase plays an important role in the system recognition process. Perfect segmentation effects on the accuracy of the recognition system [74]. For any segmentation process, some image processing operations are required for hand shape detection [7] [74].

Segmentation image algorithms can be classified into two types according to image gray level properties as explained in [78]:

**Discontinuity:**
Which tries to find a mass change in the contrast?

**Similarity:**
Which computes the similarity between neighbor pixels?

When the input gesture acquired form colored camera, instrumented glove device or colored glove as shown in Figure 1. The first step is segmentation, to extract the hand region from the input image and isolate it from the background [74]. There are two main methods for object segmentation, first method depends on the color model that can be extracted from the existence RGB color model which could be HSV color model [74] [75] [77] or YCbCr color space [25] which deals with the pigmentation of the skin of the human hand [74], the significant property of this color space is that the human different ethics group can be recognized according to their pigmentation concentration which can be distinguished according to some skin color saturation [74]. Then, the hand area is isolated from the input gesture with some threshold value. Some normalization for the segmented image might require for obtaining the gestures database which should be invariant against different perturbations like translation, scaling and rotation [74]. The database created with many samples per single gesture, the relation between the number of samples and the accuracy is directly proportional, and between number of samples and the speed is inversely proportional [74].
Hasan [74] used HSV color model to extract the skin-like hand region by estimating the parameter values for skin pigment, and used Laplacian filter for detection the edges. Stergiopoulou [25] used YCrCb color model to segment the hand. Maraqa (2008) used color glove for input gestures and HSI color space for the segmentation process. Gholami (2008) treated the segmentation process as clustering method by grouping the image pixels among image objects. Lambert [23] used HSI color model to segment the hand object. Table 3 shows some applications of the segmentation methods used in the discussed method.

4.2 Features Detection and Extraction
The features are the useful information that can be extracted from the segmented hand object by which the machine can understand the meaning of that posture. The numerical representation of these features can be obtained from the vision perspective of the segmented hand object which forms the feature extraction phase [76]. Many researchers have been applied to form this feature vector which takes different sizes as well as meanings. Hasan [74] extracted the features vector by dividing the segmented hand object into fixed block size 5x5 brightness value moments; this produce 625 features vector size and only 98 are stored as actual features vector. Stergiopoulou [25] applied Self-Growing and Self-Organized Neural Gas (SGONG) network to extract the exact shape of the hand region and determine three characteristics as the features; Palm region, Palm center, and Hand slope. Compute angle between the finger root and the hand center named RC Angle, and the joints the fingertip and the hand center named TC, and angle and distance from the palm center. Li [12] defined a grid of fixed size with 12 blocks gray scale features vector, and each grid cell represents the mean value of the average brightness of the pixels in the block. Lambert [23] defined the distance d from the palm to the fingers di(i = 1, ..., 5), and computed the angle between the line connecting the centroids of the palm and The fingers, which produces four angles βi (i = 1, ..., 4), so the hand represented by nine numerical features vector [23]. Table 4 demonstrates features vector representation of these methods.

4.3 Recognition
Recognition or classification of hand gestures is the last phase of the recognition system. Hand gestures can be classified using two approaches as mentioned in [7]

4.3.1 Rule based Approaches:
Which represents the input features as manually encoded rule, and the winner gesture is the one that matched with the encoded rules after his features has been extracted. The main problem of this technique is that the human ability to encode the rules limits the successfullness of the recognition process [7]

4.3.2 Machine Learning based Approaches:
The most common approaches that considered the gesture as result of some stochastic processes [7]. Most of the problems that based on machine learning have been addressed based on the statistical modeling [16], such as PCA [79], FSM [80], Hidden Markov Models (HMMs) [9] [54] have been paid attention by many researchers [7], Kalman filtering [77], Artificial Neural networks (ANNs) [27] [28] [30] [31] which have been utilized in gesture recognition as well. Some researchers used Gaussian distribution for gestures classification [25] and Euclidian distance metric [74].

5. APPLICATIONS
Lately there has been a great emphasis on Human-Computer Interaction (HCI) research to create easy-to-use interfaces by facilitating natural communication and manipulation skills of humans. Among different human body parts, the hand is the most effective interaction tool because of its dexterity. Adopting hand gesture as an interface in HCI will not only allow the deployment of a wide range of applications in sophisticated computing environments such as virtual reality systems and interactive gaming platforms, but also benefit our daily life such as providing aids for the hearing impaired, and maintaining absolute sterility in health care environments using touch less interfaces via gestures [38]. Gesture recognition has wide-ranging applications [49] such as the following:

5.1 Virtual Reality:
Gestures for virtual and augmented reality applications have experienced one of the greatest levels of uptake in computing. Virtual reality interactions use gestures to enable realistic manipulations of virtual objects using ones hands, for 3D display interactions [56] or 2D displays that simulate 3D interactions [57].

5.2 Robotics and Telepresence:
Telepresence and telerobotic applications are typically situated within the domain of space exploration and military-based research projects [47] [24]. The gestures used to interact with and control robots are similar to fully-immersed virtual reality interactions, however the worlds are often real, presenting the operator with video feed from cameras located on the robot [58]. Here, gestures can control a robots hand and arm movements to reach for and manipulate actual objects, as well its movement through the world.

5.3 Desktop and Tablet PC Applications:
In desktop computing applications, gestures can provide an alternative interaction to the mouse and keyboard [59] [43]. Many gestures for desktop computing tasks involve manipulating graphics, or annotating and editing documents using pen-based gestures [60].

5.4 Games:
When, we look at gestures for computer games. Freeman et al. [61] tracked a player’s hand or body position to control movement and orientation of interactive game objects such as cars [44]. Konrad et al. [62] used gestures to control the movement of avatars in a virtual world, and Play Station 2 has introduced the Eye Toy, a camera that tracks hand movements for interactive games [63].

5.5 Sign Language:
Sign language is an important case of communicative gestures [15]. Since sign languages are highly structural, they are very suitable as test beds for vision algorithms [64]. At the same time, they can also be a good way to help the disabled to interact with computers. Sign language for the deaf (e.g. American Sign Language) is an example that has received significant attention in the gesture literature [65] [66] [67] [68].

5.6 Vehicle Monitoring:
Another important application area is that of vehicle interfaces. A number of hand gesture recognition techniques for human
vehicle interface have been proposed time to time [69] [70]. The primary motivation of research into the use of hand gestures for in-vehicle secondary controls is broadly based on the premise that taking the eyes off the road to operate conventional secondary controls can be reduced by using hand gestures.

5.7 Healthcare & Medical Assistance:
The healthcare area has also not been left untouched by this technological wave. Wachs et al. [71] developed a gesture based tool for sterile browsing of radiology images. Jinhua Zeng, Yaoru Sun, Fang Wang developed a wheelchair with intelligent HCI [40] [45].

5.8 Daily Information Retrieval:
Sheng-Yu Peng implemented an approach that provides daily information retrieved from Internet, where users can operate this system with his hands’ movements [41] [42].

5.9 Education:
Zeng, Bobo, Wang, Guijin presented a system using hand gestures to control powerpoint presentations [48].

5.10 Television Control:
Last application for hand postures and gestures is controlling Television devices [22]. Freeman [72] developed a system to control a television set by hand gestures. Using an open hand and the user can change the channel, turn the television on and off, increase and decrease the volume, and mute the sound.

6. IMPLEMENTATION TOOLS
Many implementation hardware and software tools have been utilized for recognizing gestures depending on the application fields used.

6.1 Hardware Implementation Tools
Input devices used for gesture recognition systems are various and different according to the system and application used for recognition process. Single camera can be used for postures recognition since this environment might be inconvenient for other types of image-based recognition [24]. Stereo camera which consists of two lenses with an isolated sensor for each lens [24], which imitates human visual system therefore, the 3D effect of views is created [24]. Stereo camera can be used to make 3D pictures for movies [24], or for range imaging [24]. Tracking device such as instrumented data gloves measure finger movements through various types of sensors technology [21], [22]. It can provide accurate information about the position and orientation of the hands using magnetic or inertial tracking devices [24]. For more details about various types of glove-based input device refer to [21], [22].

Controller-based gestures, in this type of input gestures, controllers represent a complement of the human, so that when the body moves to perform some gestures [24], these motions are captured using some software [24]. Mouse gestures are an example of such controllers [24]. Other systems based on accelerometers to measure hand movements [36] [37].

6.2 Software Implementation Tools
Software tools are the programming language and windows system used for implementing the gesture recognition system. Some researches applied programming languages like C, C++, and Java language. To simplify the work especially when image processing operations are needed, MATLAB® with image processing toolbox is used. Tin H. [26] used MATLAB® for hand tracking and gesture recognition. Manar M. [27] use MATLAB6 and C language, MATLAB6 used for image segmentation while C language for Hand Gesture Recognition system. Kouichi [28] use SUN/4 workstation for Japanese Character and word recognition. Also Stergioulou [25] used Delphi language with 3 GHs CPU to implement hand gesture recognition system using SGONG network. Shweta [29] used MATLAB® for hand recognition. Freeman and Michal Roth [32] used HP 735 workstation was used for implementing the system. Hanning Zhou et. al. [33] used C++ implementation costs only 1/5 second for the whole preprocessing, feature extraction and recognition, when running on a 1.3G Intel Pentium laptop processor with 512MB memory.

7. CONCLUSION
Building an efficient human-machine interaction is an important goal of gesture recognition system. Many applications of gesture recognition system ranging from virtual reality to sign language recognition and robot control. In this paper a survey on tools and techniques of gesture recognition system have been provided with emphasis on hand gesture expressions. The major tools surveyed include HMMs, ANN, and fuzzy clustering have been reviewed and analyzed. Most researchers are using colored images for achieving better results. Comparison between various gesture recognition systems have been presented with explaining the important parameters needed for any recognition system which include: the segmentation process, features extraction, and the classification algorithm. In this paper a literature review on gesture recognition has been reviewed and analyzed; the major tools for classification process include FSM, PCA, HMMs, and ANNs are discussed. Descriptions of recognition system framework also presented with a demonstration of the main three phases of the recognition system by detection the hand, extraction the features, and recognition the gesture.
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